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The Rise Of LLMs (Large Language Models)
What are they and how do they work
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How Do They Work?
It’s all Prompt Engineering

Massive Deep Learning Neural Networks. 

Based upon the same autocompletion logic you see when you type in Google.

Prompt

Response

Token
Space

An 8k Token Space is divided between the input & output.

A one sentence input can generate an 8k output.
An 8k input can only generate a short output.
…and everything in between…

Apps based upon LLMs are padding your one question with lots of additional prompts 
to make them work. Vendors are slipping in tokens to provide ethical filters.
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Why are they dangerous?

LLMs are very powerful but so human-like that these methods don’t work.
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LLM-Driven Apps
Overcoming a Dated Corpus and Automating Responses
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Prompt Injection…The New Exploit
“SQL Injection” 2023 Style

SQL Injection occurs when you prompt 
the user for information and they provide 
more than you expected, which changes 
the output of the query.
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Prompt Injection …The New Exploit
“SQL Injection” 2023 Style
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The Dos and Don’ts off LLM Security

Don’ts

• Don’t depend upon the government to address it.

• Don’t depend upon the product vendors to fix it.

• Don’t count on an in-house LLM solution for all your needs.
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The Dos and Don’ts off LLM Security

Dos
• Architecture is key

• Develop your “Prompt Engineering” skills

• If you are building a solution, augment the design with a local LLM

LLM

LLM

Lock
Down
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Conclusion
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